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Welcome to the
Austin Forum on Technology & Society!

We bring leaders, thinkers, builders, creators, and learners
together to connect, collaborate, and contribute!

Thank you for joining our community
online or in-person!
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Our Annual Partners Make This Possible!

Please contact us if you want to become an annual partner!
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Why join the Austin Forum Slack workspace?
• Continue and deepen the conversation 

after Austin Forum events
• Find new opportunities for collaboration, 

mentoring, working, and more
• Promote local events and relevant Tech & 

Society opportunities
• Because this gives everyone in our 

community—online and in-person—the 
same way to ask questions!

• We are going to clean up up channels and 
simplify the space before the next event

Before we get started, join our
How?
1. Open a web browser
2. Go to: www.austinforum.org/slack
3. Click “Join the Austin Forum Slack 

Workspace”
4. Enter your email address
5. Check your email to confirm Slack invitation
6. Enter your name and click “Create Account”
7. You’re in!  You can use the Slack mobile app 

now, too.
8. To submit questions during the event, in the 

channel #event-questions
(add to your view using + Add channels)

http://www.austinforum.org/slack
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We have 4 kinds of programming!
Live onthly events Online weekly content

Presentation + Networking events
• Expert presenter-focused
• In-person and online—hybrid
• Recording and slides posted online

Podcasts – Austin Forum Upload (new episodes!)

• Audio only
• Conversation formats
• Hosted in major podcast stores, AF website

Discussion events
• Participatory for everyone
• In-person or online
• Never recorded—speak freely!

Blog – Austin Forum Update (about to ramp)

• Web-based (on Medium)
• Weekly(ish) articles
• Multiple formats: “Techsplanations,” interviews, 

analyses/positions, and series
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New episodes!

• SXSW observations & insights

• Culture, community, and 
Computing

• “The Last of Us” and the 
convergence of gaming and 
other media

Austin Forum Upload: New episodes out now!
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5:15 Cash bar opens, and free snacks. Mingle in-person 
w/speakers & attendees, or chat w/online attendees

6:15-7:25 Main event & presentation
Ask questions in AF Slack #event-questions channel,
Tweet with #AIandAF @AustinForum

7:25-7:40 Q&A with presenters
7:40-7:45 Final comments/slides
8:00 Post-event networking w/speakers, attendees, and

free drinks & eats

Austin Forum Presentation + Networking Events: 
Experts Share, Inform & Inspire
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11 12 13 14 15 16 17 18 19 20

21 22 23 24 25 26 27 28 29 30

Q: Have you used ChatGPT? Any other generative AI tool?
(30 seconds)

8
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Questions for speakers?
Submit questions in the 

AF Slack channel
#event-questions

for a chance to win a 
SXSW 2023 or 2024 

badge!

Must be in-person and present at 
~7:45PM to win!

Must use your name (first and 
last) on questions!
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And now, our featured presentation…
Please:
ü Respect our speakers & audience by 

not talking during their presentation, 
and in your comments & questions

ü Ask questions in the AF Slack in the 
#event-questions channel

ü Share key points via Twitter w/hashtag 
#AIandAF and tag @AustinForum

ü Learn, think, and enjoy!
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Speaker Background
● Native of Los Alamos, New Mexico

● Ph.D. in computational physics (nonlinear dynamics and chaos theory) in 1993

● 30 years of post-Ph.D. research and high-tech experience

● 13 years as solo data science entrepreneur at Paragon Science and now 3.5 years as Chief 

Scientist at KUNGFU.AI

● Principal Investigator on multiple DARPA and DIU Contracts 

● Reviewer for scientific journals and conferences in intelligence and security informatics 

since 2011

● Proud board member of the Austin Forum on Technology and Society and of the technical 

board of advisors for data.world



AI Terminology



Artificial Intelligence

Systems able to perform tasks 
that normally require human 
intelligence, such as visual 
perception, speech recognition, 
decision-making, and translation 
between languages



Machine Learning

A subset of Artificial Intelligence 
that involves algorithms capable 
of improving their performance 
when given more data 



Deep Learning

A subset of machine learning 
that uses multi-layered 
artificial neural networks to 
learn from vast amounts of 
data



AI Hierarchy
A common misconception 
in the field:

“All machine learning is AI. 
Not all AI is machine learning.” Machine Learning

Algorithms that improve their 
performance when given more data

Deep Learning
Algorithms that use 

artificial neural networks 
to learn from vast 
amounts of data

Artificial Intelligence
Systems with the ability learn 

and reason like humans



Overview of Classical Machine Learning

Fig: Liu, Yiming, et al., "Blockchain and machine learning for communications and networking systems." 
IEEE Communications Surveys & Tutorials 22.2 (2020): 1392-1431.



Classical Machine Learning Tasks

Fig: Pedregosa, Fabian, et al. "Scikit-learn: Machine learning in Python." the Journal of 
machine Learning research 12 (2011): 2825-2830. 



Why Now?



1. Computation/Hardware



CPU Bottleneck
● CPU performance 

plateaued

● Clock speeds have 
experienced 
minimal increases 
since 2005

● As transistors 
shrink, the power 
required to run 
them increases



GPU Parallelism

● Graphical Processing Units 
(GPUs) provide immense 
computational parallelism

○ Ideal for matrix 
operations - the heart 
of AI algorithms

○ 4,000 + cores per chip
○ Workhorse of current AI 

modeling



Hardware in Perspective

An emerging trend disrupts the past 15-20 years of 
software engineering practice:

Hardware > Software > Process

Hardware is now evolving more rapidly than software, 
which is evolving more rapidly than effective process

Moore’s Law is all but dead, although ironically many 
inefficiencies grew to be based on it

Project Jupyter, Apache Arrow, NumPyWren and the 
related Ray are emblematic for data infrastructure 
transformation in enterprise



Cluster Topologies by Generation



2. Data



Data Growth
● Approximately 90% of 

the world’s data has 
been produced in the 
past two years.

● Electronic device users 
generate 2.5 quintillion 
bytes of data per day.

● Worldwide IP traffic 
exceeded 20 exabytes 
(20 billion gigabytes) 
per month in 2020



Data = The New Oil

● A key feature of AI 
algorithms is their ability to 
learn from large amounts 
of data. 

● Most features, if not all, 
can be learned 
automatically from the 
data – provided that 
enough training data 
examples are available 
(sometimes millions). 



3. Open Source Software



Open-Source Deep Learning Software

● Google, Facebook, Microsoft and 
others have contributed 
significantly to open source 
machine learning libraries.

○ Flexible architectures with 
easy deployment across a 
variety of platforms

○ State-of-the-art performance



Popularity of Deep Learning Frameworks

Fig: Daniel Zhang, et al., “The AI Index 2021 Annual Report,” AI Index Steering Committee, Human-Centered AI Institute, Stanford 
University, Stanford, CA, March 2021.

https://aiindex.stanford.edu/wp-content/uploads/2021/11/2021-AI-Index-Report_Master.pdf


4. Algorithmic Advances



Deep Neural Network Learning Capacity

● Because most DNNs have billions of 
parameters they don’t saturate easily.

● The more data you have, the more 
features they can automatically learn. 



Typical Deep Learning Architecture

Fig: Liu, Mohammadi, Mehdi, et al., "Deep learning for IoT big data and streaming analytics: A survey." IEEE 
Communications Surveys & Tutorials 20.4 (2018): 2923-2960.



Typical CNN Architecture

Convolutional Neural Networks (CNNs) are frequently used for computer vision 
problems like image classification. 

Fig: Liu, Mohammadi, Mehdi, et al., "Deep learning for IoT big data and streaming analytics: A survey." IEEE Communications 
Surveys & Tutorials 20.4 (2018): 2923-2960.



CNNs vs. RNNs
CNNs are geared towards spatial and image data. 

Recurrent Neural Networks (RNNs) are geared towards temporal or sequential data. 

Fig: https://ashutoshtripathi.com/2021/07/12/the-main-difference-between-rnn-vs-cnn-nlp/

https://ashutoshtripathi.com/2021/07/12/the-main-difference-between-rnn-vs-cnn-nlp/


Transformers! (*not the films) 
● The Transformer model uses self-

attention to compute the relative 
importances of input tokens within 
context and using neither convolution or 
recurrence. 

● Originally developed for NLP, this 
encoder/decoder architecture is now 
used in computer vision and other tasks

Fig: Vaswani, Ashish, et al. "Attention is all 
you need." Advances in neural information 
processing systems 30 (2017).



Machine Translation with Attention

The Transformer model “can 
visualize what other parts of a 
sentence the network attends to 
when processing or translating a 
given word, thus gaining insights 
into how information travels 
through the network.”

Credit: Jakob Uszkoreit, “Transformer: A Novel 
Neural Network Architecture for Language 
Understanding,” Google AI Blog (2017) 



Comparison of Transformer Models



Vision Transformers (ViT)
● To maximize code and 

hardware reuse, original 
Vaswani 2017 encoder used

● Image divided into patches
a. Projected with learned 

embedding layer
b. Fed into the 

transformer encoder in 
parallel

● This approach lacks useful 
inductive biases of CNNs, but 
seems to work better for 
large models and (pre) 
training sets



Generative Adversarial Networks (GANs)
“Generative Adversarial Networks 
(GANs) are algorithmic 
architectures that use two neural 
networks, pitting one against the 
other (thus the “adversarial”) in 
order to generate new, synthetic 
instances of data that can pass for 
real data. They are widely used in 
image generation, video 
generation, and voice 
generation.”

Fig: Creswell, Antonia, et al. "Generative adversarial networks: An overview." 
IEEE Signal Processing Magazine 35.1 (2018): 53-65.

Credit: “Beginner's Guide to Generative 
Adversarial Networks (GANs)” by Pathmind

https://wiki.pathmind.com/generative-adversarial-network-gan
https://wiki.pathmind.com/generative-adversarial-network-gan


Graph Representations
● A network graph consists of a set of 

nodes (or vertices) connected by edges 
(or links) 

● Network graphs arise in many fields
○ Telecommunication networks
○ Computer networks
○ Biological networks
○ Power networks
○ Social networks

● Networks can be 
○ Directed or undirected
○ Sparse or dense
○ Static or dynamic

Fig: Rossi, Emanuele, et al. "Temporal graph networks 
for deep learning on dynamic graphs." arXiv preprint 
arXiv:2006.10637 (2020).



Graph Neural Networks 
A substantial thrust in AI toward graph neural networks:
Geometric deep learning is an umbrella term for emerging techniques that attempt 
to generalize deep learning models in non-Euclidean domains such as graphs and 
manifolds, and motif mining operates on complex graph patterns:

● “Geometric deep learning: going beyond Euclidean data”
Michael Bronstein, et al. (2016)

● “Motif Prediction with Graph Neural Networks”
Maciej Besta, et al. (2021)

● “Machine Learning on Graphs: A Model and Comprehensive Taxonomy”
Ines Chami, et al. (2021)

● PyG, DGL, GraphGym, etc. 

Credit: Paco Nathan, “Graph Thinking” (2021)  
https://derwen.ai/s/kcgh#qr

https://arxiv.org/abs/1611.08097
https://arxiv.org/abs/2106.00761
https://arxiv.org/abs/2005.03675
https://pytorch-geometric.readthedocs.io/en/latest/
https://www.dgl.ai/
https://github.com/snap-stanford/GraphGym
https://derwen.ai/s/kcgh


Knowledge Graphs
The gist:

● Each entity within a graph has a name and attributes
● Some attributes are relations that link to other entities
● Other attributes represent values
● User controlled vocabularies to describe the possible 

kinds of entities, relations, and values
● Mix and match vocabularies, or extend per use case

If you’ve worked with Object Oriented Programming and class 
hierarchies, you already know this by other names.

Also, shapes in a graph equate to data objects 

Credit: Paco Nathan, “Graph Thinking” (2021)  https://derwin.ai

https://derwin.ai/


Exciting 
Developments in 

AI



Reasoning and Discovery

● Fraud and anomaly detection

● Financial market trading 

● Legal document assessment

● Financial asset management

● Financial application processing 

● Product and media 

recommendations



Planning and Optimization 

● Logistics and scheduling

● Demand forecasting

● Predictive maintenance

● Inventory optimization

● Sales revenue prediction



Perception and Communication

● Autonomous vehicles

● Medical imagery analysis

● Intelligent agents

● Voice recognition

● Language translation



Creativity and Synthesis

● Photo-realistic images

● Text generation

● Music composition

● Text <-> Image

● Single-shot photo animation



Progression in AI-based Image Generation

@tristwolff on Twitter

https://twitter.com/tristwolff/status/1637751525387714562


Generative AI

Let’s ask ChatGPT!



Taxonomy of Generative AI Models

Fig. “ChatGPT is not all you need. A State of the Art Review of Large Generative AI Models” 
Medium | Arxiv

https://medium.com/p/e2b8b47a9851
https://arxiv.org/abs/2301.04655


Top Creators of Generative AI Models

Fig. “ChatGPT is not all you need. A State of the Art Review of Large Generative AI Models” 
Medium | Arxiv

https://medium.com/p/e2b8b47a9851
https://arxiv.org/abs/2301.04655


Top Creators of Generative AI Models

Fig. “ChatGPT is not all you need. A State of the Art Review of Large Generative AI Models” 
Medium | Arxiv

https://medium.com/p/e2b8b47a9851
https://arxiv.org/abs/2301.04655


Stable Diffusion: Image Generation from Text

Fig. Jay Alammar, “The Illustrated Stable Diffusion” (2022)

High-level Architecture

https://jalammar.github.io/illustrated-stable-diffusion/


Stable Diffusion: Image Generation from Text

Fig. Jay Alammar, “The Illustrated Stable Diffusion” (2022)

Image Processing in Latent Space

https://jalammar.github.io/illustrated-stable-diffusion/


Stable Diffusion: Image Generation from Text

Fig. Jay Alammar, “The Illustrated Stable Diffusion” (2022)

Progression of Diffusion Process

https://jalammar.github.io/illustrated-stable-diffusion/


Stable Diffusion: Image Generation from Text

Fig.: Rombach, R., Blattmann, A., Lorenz, D., Esser, P., & Ommer, B. (2022). “High-resolution image 
synthesis with latent diffusion models.” In Proceedings of the IEEE/CVF Conference on Computer 
Vision and Pattern Recognition (pp. 10684-10695).

Illustrative Examples

https://arxiv.org/abs/2112.10752
https://arxiv.org/abs/2112.10752


Large Language Models (LLMs) for Text Generation and More!

Thanks to 
Dr. Nick 
Kersting of 
neurothink
for the 
pointer!



Large Language Models (LLMs) for Text Generation and More!

Fig. W. X. Zhao, “A Survey of Large Language Models,” arXiv:2303.18223v1 (March 31, 2023)

https://arxiv.org/abs/2303.18223


New from OpenAI: GPT-4

Figs. OpenAI GPT-4 
Blog and Technical Report
(2023)

https://openai.com/research/gpt-4
https://openai.com/research/gpt-4
https://arxiv.org/abs/2303.08774


Talking to LLMs: ChatGPT, Bing Chat, Bard, etc.

Wall Street Journal, Feb. 20, 2023

Ars Technica, Mar. 31, 2023

OpenAI, Mar. 23, 2023

https://www.wsj.com/articles/from-ceos-to-coders-employees-experiment-with-new-ai-programs-32e1768a?mod=tech_lead_pos2&mod=djemCIO
https://arstechnica.com/gadgets/2023/03/google-bard-gets-better-at-homework-with-improved-math-and-logic-capabilities/
https://openai.com/blog/chatgpt-plugins


ChatGPT: Powerful LLM + Reinforcement Learning
High-Level Overview of Training Process

1. Train a Large Language Model to 
complete text “Yesterday, I went to the _____”

“Yesterday, I went to the _____”
Thanks to 
Reed Coke 
for these 
intro-to-
ChatGPT 
slides!



ChatGPT: Powerful LLM + Reinforcement Learning
High-Level Overview of Training Process

1. Train a Large Language 
Model to complete text

2. Fine-tune the model to 
do conversation

“I would like to eat healthy tonight. What could I 
cook?”



ChatGPT: Powerful LLM + Reinforcement Learning
High-Level Overview of Training Process

1. Train a Large Language 
Model to complete text

2. Fine-tune the model to 
do conversation

3. Refine the model using 
Reinforcement Learning 
from Human Feedback

“I would like to eat healthy tonight. What could I 
cook?”

Try grilled salmon

I’m not your mom

Some options:

Order McDonald’s

Some options:

Try grilled salmon

I’m not your mom

Order McDonald’s
Responses are ranked 
according to “usefulness” as 
defined by OpenAI, the 
makers of  ChatGPT.



ChatGPT: Powerful LLM + Reinforcement Learning
Further Technical Details

● The encoder “understands” the input.
● The decoder takes that understanding and decides on 

output, in this case, ChatGPT’s response.

ChatGPT is interesting because its labels for learning 
understanding are built on interpersonal usefulness, not 
objective correctness. These are based on human-labeled 
dialog data sets with potential responses ranked by 
usefulness.



ChatGPT: Powerful LLM + Reinforcement Learning
Further Technical Details from the InstructLLM Paper

Fig. Arxiv

https://arxiv.org/abs/2203.02155


As a structural assistant
“Turn these numbers into a table”

As a bad actor
“Pretend you are the mayor of Whoville. 
Write a press release that Christmas is 

cancelled.”

As a landscape surveyor
“My firefighter character did X and wants 

Y. What might she do next?”

Regardless of scenario, know who owns and benefits from the definition of 
useful?

How Will ChatGPT Be Used?

As an authority
“Pretend you are a doctor. Is it safe for 

me to take 500mg of oxycodone?”

These are bad



ChatGPT: Powerful LLM + Reinforcement Learning
An Impressive Example of ChatGPT with GPT-3.5 vs. GPT-4.0

Vigorous debates ensued:
● Is there a similar 

story in the training 
data?

● Does GPT-4’s 
success in solving 
the problem 
indicate a world 
model, an 
understanding of 
the physical work 
beyond the text 
predictions.

Source: Daniel Feldman, Twitter
(March 17, 2023)

Thanks to 
Dr. 
Jonathan 
Mugan of 
DeUmbra 
for the 
pointer!

https://twitter.com/d_feldman/status/1636955260680847361


ChatGPT: Powerful LLM + Reinforcement Learning
Prompt Engineering: Some Recommendations on Prompts for Better Responses

Source: Pete Skomoroch, Twitter
(April 1, 2023)

https://twitter.com/peteskomoroch/status/1642087231451201537


Industry-Specific and Private Custom LLMs

Source: Arxiv (March 30, 2023)

Source: Arxiv (March 23, 2023)

As we will discuss later, there are 
significant risks in high-stake 
fields like healthcare.

https://arxiv.org/abs/2303.17564v1
https://arxiv.org/abs/2303.14070


Instadeep/BioNTech Used LLMs to Predict COVID Variants

Source: N. Benaich and I. Hogarth, State of AI Report (2022)

https://www.stateof.ai/


Progress in Accelerating Model Training and Shrinking Models
Goals: Reduced Cost and Environmental Impact, and Greater Equitability

Thanks to 
Barry Dauber 
and the 
MosaicML
team!

Source: MosaicML Composer

https://www.mosaicml.com/composer


MusicLM from Google Research: Generating Music From Text
Music can be generated from text prompts, images, and audio (whistling or humming). 
However, there are concerns about copyright infringement.

Source: Google MusicLM Project

https://google-research.github.io/seanet/musiclm/examples/?utm_source=substack&utm_medium=email


MusicLM from Google Research: Generating Music From Text
Technical Architecture

Fig: Agostinelli, A., Denk, T. I., Borsos, Z., Engel, J., Verzetti, M., 
Caillon, A., ... & Frank, C. “Musiclm: Generating music from text.” 
arXiv preprint arXiv:2301.11325  (2023).

Training Inference

https://arxiv.org/abs/2301.11325


MusicLM from Google Research: Generating Music From Text
Training

Fig: Agostinelli, A., Denk, T. I., Borsos, Z., Engel, J., Verzetti, M., Caillon, A., ... & Frank, C. “Musiclm: Generating music from 
text.” arXiv preprint arXiv:2301.11325  (2023).

https://arxiv.org/abs/2301.11325
https://arxiv.org/abs/2301.11325


Heightened Risks of 
AI Systems



Areas of Risk for AI Systems 

● Security and Robustness

● Privacy

● Fairness

● Bias/Toxicity Reduction and Mitigation

● Ethical Considerations

● Explainability

● Environmental Costs of Large Neural 

Network Models

● Misinformation/Disinformation

● Deep Fakes

● Copyright Violations

● Negative Effects on Impacted 

Populations and Industries

● Risks of an Eventual SkyNet-style AGI?



Security and Robustness

● Cybersecurity defenses against hacking and phishing
● Example: OPM Hack
● Robustness against adversarial attacks

○ Exploratory attacks attempting to determine how the AI model works
○ Poison attacks that inject incorrect or noisy data during training
○ Evasion/confusion attacks that distort the real-time sensor data to confuse 

the AI model 
● Key research: generative adversarial networks (GANs) and generative diffusion 

models



Privacy Considerations
● Privacy-related laws and regulations

○ HIPAA
○ GDPR in the EU
○ CCPA in California

● Different taxonomies of sensitive data, including PII (personally identifiable 
information)

● Key challenges
○ Detection
○ Storage, access control, and logging
○ Redaction

● Use in training and testing AI models
● Key research areas: differential privacy and federated learning



Fairness Considerations in AI

● Many possible definitions of fairness: 21 fairness definitions and their politics 
given at ACM FAT* (Fairness, Accountability and Transparency) Conference in 
2018 by Prof. Arvind Narayanan 
(https://www.youtube.com/watch?v=jIXIuYdnyyk) 

○ Group fairness
○ Individual fairness
○ Process fairness vs. outcome (utility) fairness

● Applicable metrics depend on fairness definitions
● Example scenarios

○ College admission based on SAT scores
○ Mortgage lending decisions
○ Credit ratings

Barocas, Solon, Moritz Hardt, and Arvind Narayanan. "Fairness in machine learning." Nips tutorial 1 (2017).
http://www.fairmlbook.org

https://www.youtube.com/watch?v=jIXIuYdnyyk
http://www.fairmlbook.org/


Types of Bias in AI Systems
● Stereotyping, prejudice or favoritism towards some things, people, or groups 

over others
○ Automation bias
○ Confirmation bias
○ Experimenter’s bias 
○ Group attribution bias

● Systematic error introduced by a sampling or reporting procedure
○ Coverage bias
○ Non-response bias
○ Participation bias
○ Reporting bias
○ Sampling bias
○ Selection bias

● NOT to be confused with prediction bias in Machine Learning (e.g., bias vs. 
variance)

Source: Google’s Machine Learning Glossary

https://developers.google.com/machine-learning/glossary


Bias in Healthcare AI Models

Source: Benaich, Nathan, and Ian Hogarth. "State of AI Report." London, United Kingdom (2021).

https://docs.google.com/presentation/d/1bwJDRC777rAf00Drthi9yT2c9b0MabWO5ZlksfvFzx8/edit


Open-Source Fairness Tools
Example: IBM’s AI Fairness 360

Ref: K. E. Bellamy et al., "AI Fairness 360: An extensible toolkit for detecting and mitigating algorithmic bias," in IBM Journal of 
Research and Development, vol. 63, no. 4/5, pp. 4:1-4:15, 1 July-Sept. 2019, doi: 10.1147/JRD.2019.2942287.

https://www.ibm.com/blogs/research/2018/09/ai-fairness-360/


Open-Source Fairness Tools
Example: Google’s ML-fairness-gym

Ref: D'Amour, Alexander, et al. "Fairness is not static: deeper understanding of long term fairness via simulation studies." 
Proceedings of the 2020 Conference on Fairness, Accountability, and Transparency. 2020..

https://ai.googleblog.com/2020/02/ml-fairness-gym-tool-for-exploring-long.html


Example: Ethics in Autonomous Vehicles 

“The largest every survey of machine ethics1, 
published today in Nature, finds that many of the 
moral principles that guide a driver’s decisions 
vary by country. For example, in a scenario in 
which some combination of pedestrians and 
passengers will die in a collision, people from 
relatively prosperous countries with strong 
institutions were less likely to spare a pedestrian 
who stepped into traffic illegally.” 

Ref: Maxmen, Amy. “Self-driving car dilemmas reveal that 
moral choices are not universal.” Nature 562.7728 (2018): 469-
469..



Advances in Algorithmic Accountability
This framework was published in January 2020 as a collaboration between Google and the 
Partnership on AI and represents a valuable tool in responsible AI efforts. 

Fig: Raji, Inioluwa Deborah, et al., "Closing the AI accountability gap: Defining an end-to-end framework for internal algorithmic 
auditing." Proceedings of the 2020 conference on fairness, accountability, and transparency. 2020.



Advances in Algorithmic Accountability

Fig: Raji, Inioluwa Deborah, et al., "Closing the AI accountability gap: Defining an end-to-end framework for internal 
algorithmic auditing." Proceedings of the 2020 conference on fairness, accountability, and transparency. 2020.



Regulation of AI Algorithms

Credit: https://hbr.org/2021/09/ai-regulation-is-coming

Credit: https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai

https://hbr.org/2021/09/ai-regulation-is-coming
https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai


Responsible AI Community Portal

https://portal.ai-global.org/

https://portal.ai-global.org/


NIST Trustworthy and Responsible AI Resource Center

Source: NIST (January 2023)

Source: FedScoop (March 30, 2023)

https://www.nist.gov/itl/ai-risk-management-framework
https://fedscoop.com/nist-launches-trustworthy-ai-resource-center/


Bias & Toxicity in Language Models 

Fig: "Language modelling at scale: Gopher, ethical considerations, and retrieval." Deepmind Blog (2021).

Ref: Weidinger, Laura, et al. "Ethical and social risks of harm from Language Models." arXiv preprint 
arXiv:2112.04359 (2021).



Risks of LLMs: Hallucinations, Aggressive Behavior, Etc.

New York Times, Feb. 16, 2023

Source: Emily Bender on Twitter

https://www.nytimes.com/2023/02/16/technology/bing-chatbot-transcript.html?unlocked_article_code=nQEHEBfzJn0IqLY-CtDCmdLerT_5TCFnJvY0vpSgKLyNYWAsS-99RneZO4NplZLXZ_3HanXUoH066ESFvYRifY3QHRgM1Ub2-FVIh9AofT1_HOZVbkI5hLq6GeRzmswwEGx9hx1xzse-uGx32EOWFcTVYm9JGifwfqXdcMIDC0PnWfmY5FCIzlohUgDIkmZoGeLlk2SwAEurWGKsKPFhrAQ_dWyfo0Ekg9s6_iIxOallNe3YfexwRLhlYWxe-dAYGD7kCuM_pY2kGXf4Jc_mm1HIDaqmpzr8UnQiX6YLhE6q4jA2DsiWmE5oBe55owarINSA916_LlzQUQWb7FbbxH3ebag&smid=url-share
https://twitter.com/emilymbender/status/1623676549684776960?s=20&t=vTgYYh4vV_M7AI7htgIsHA


Risks of LLMs: Misinformation Due to LLMs Interacting in the Wild

Source: James Vincent on Twitter

https://twitter.com/jjvincent/status/1638546646198829056?s=20


Deep Fakes Created by Generative AI Systems

● Images
● Text
● Videos
● Audio

Source: 
Ars Technica 

(March 27, 2023)

https://arstechnica.com/information-technology/2023/03/the-power-of-ai-compels-you-to-believe-this-fake-image-of-pope-in-a-puffy-coat/?utm_social-type=owned&utm_medium=social&utm_source=twitter&utm_brand=ars


Heightened Risks of Generative AI in Influence Operations 
and Mis/Disinformation

Research Paper by CSET, OpenAI, and Stanford University

Source: Josh Goldstein, Girish Sastry, Micah Musser, Renee DiResta, Matthew Gentzel, and Katerina Sedova. 
"Generative Language Models and Automated Influence Operations: Emerging Threats and Potential Mitigations." 
arXiv preprint arXiv:2301.04246 (2023).



Concerns of US Citizens about AI by Application Type

Source: Nestor Maslej, Loredana Fattorini, Erik Brynjolfsson, John Etchemendy, Katrina Ligett, Terah Lyons,
James Manyika, Helen Ngo, Juan Carlos Niebles, Vanessa Parli, Yoav Shoham, Russell Wald, Jack Clark,
and Raymond Perrault, “The AI Index 2023 Annual Report,” AI Index Steering Committee,
Institute for Human-Centered AI, Stanford University, Stanford, CA, April 2023. 
.

https://aiindex.stanford.edu/report/?utm_content=buffer98a39&utm_medium=social&utm_source=twitter.com&utm_campaign=buffer


Vigorous Debate about the “Six-Month AI Pause” Letter

Source: Reuters

Source: Future of Life Institute

https://www.reuters.com/technology/musk-experts-urge-pause-training-ai-systems-that-can-outperform-gpt-4-2023-03-29/
https://futureoflife.org/open-letter/pause-giant-ai-experiments/


Vigorous Debate about the “Six-Month AI Pause” Letter

Source: Timnit Gebru, et al.,  on Twitter

Source: Chloe Xiang on Vice

https://twitter.com/timnitGebru/status/1641893027492020224?s=20
https://www.vice.com/en/article/qjvppm/the-open-letter-to-stop-dangerous-ai-race-is-a-huge-mess


Resources



AI For Good Initiatives at KUNGFU.AI
● KUNGFU.AI would love to support community members, nonprofits, and 

educational institutions that need help with AI
https://www.kungfu.ai/ai-for-good/

● Please reach out to us at info@kungfu.ai!

https://www.kungfu.ai/ai-for-good/
mailto:info@kungfu.ai


Public Data for Social Good from data.world
● COVID-19 Data Resource Hub

○ https://data.world/resources/coronavirus/
○ Swift aggregation of data early on

● Policing in America
○ https://www.datafoundation.org/policing-in-america
○ Evaluating the nexus of open data and perception
○ Legislative work to change how data mandates function

● US Healthcare Pricing
○ https://data.world/ushealthcarepricing
○ Fighting malicious compliance

https://data.world/resources/coronavirus/
https://www.datafoundation.org/policing-in-america
https://data.world/ushealthcarepricing


AI Industry, Technical and Ethics Resources 
and Reports

● Nathan Benaich & Ian Hogarth, “State of AI Report” (2022)
● Nestor Maslej, et al., “The AI Index 2023 Annual Report,” AI Index Steering 

Committee, Stanford Institute for Human-Centered AI, Stanford University 
(2023)

● Montreal Ethics, “The State of AI Ethics Report” (2021)
● Gradient Flow

○ Newsletter
○ Reports

● Derwen.ai (Paco Nathan)
○ AI in Healthcare 2022

● Paperswithcode.com

https://mail.google.com/mail/u/0/?tab=cm&zx=p6uc5rdteid
https://aiindex.stanford.edu/report/
https://montrealethics.ai/jan2021/
https://gradientflow.com/newsletter/
https://gradientflow.com/reports/
https://derwen.ai/paco
https://derwen.ai/s/cgt4
https://paperswithcode.com/latest


Research Reading List

1. Compositional Visual Generation with Composable Diffusion Models
2. Deep Reinforcement Learning for Turbulence Control
3. DERA: Enhancing Large Language Model Completions with Dialog-

Enabled Resolving Agents
4. Diffusion Art or Digital Forgery? Investigating Data Replication in 

Diffusion Models
5. DreamerV3: Mastering Diverse Domains through World Models
6. ELITE: Encoding Visual Concepts into Textual Embeddings for Customized 

Text-to-Image Generation
7. HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in 

HuggingFace
8. PaLM-E: An Embodied Multimodal Language Model
9. Token Merging for Fast Stable Diffusion
10. What Is ChatGPT Doing … and Why Does It Work?

https://arxiv.org/abs/2206.01714
https://twitter.com/ricardovinuesa/status/1617829692484243456?s=20&t=_009Mt-Tx-fXPWf7ORDXWQ
https://arxiv.org/abs/2303.17071
https://arxiv.org/abs/2303.17071
https://arxiv.org/abs/2212.03860
https://arxiv.org/abs/2212.03860
https://arxiv.org/abs/2301.04104?utm_source=substack&utm_medium=email
https://arxiv.org/abs/2302.13848
https://arxiv.org/abs/2302.13848
https://arxiv.org/abs/2303.17580
https://arxiv.org/abs/2303.17580
https://palm-e.github.io/assets/palm-e.pdf
https://arxiv.org/abs/2303.17604
https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/
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Challenges of Misinformation and Disinformation

Credit: Tom Burt and Eric Horvitz “New Steps to Combat Disinformation” Microsoft Blog 
(2020)

https://blogs.microsoft.com/on-the-issues/2020/09/01/disinformation-deepfakes-newsguard-video-authenticator/


Physical Adversarial Patches 

Physical adversarial 
patches can be 
generated and printed 
to confuse computer 
vision models, e.g., 
self-driving cars. 

Fig: Braunegg, A., et al. "Apricot: A dataset of physical adversarial attacks on object detection." 
European Conference on Computer Vision. Springer, Cham, 2020.



Privacy-Preserving Deep Learning
The Private Aggregation of Teacher Ensembles (PATE) method combines the results of Teacher models 
trained on subsets of confidential through noisy voting that controls the final Student model.

Fig: Papernot, Nicolas, et al. "Semi-supervised knowledge transfer for deep learning from private training data." arXiv preprint 
arXiv:1610.05755 (2016). 



My ODSC Talk from May 2020

Identifying Viral Bots and Cyborgs:
A Physicist’s Journey from Chaos Theory to Disinformation Research 

and AI

Dr. Steve Kramer 
Chief Scientist, KUNGFU.AI

Talk video available at https://bit.ly/KFBotsCyborgsVideo
Slides available at https://bit.ly/KFCOVID19BotsCyborgs

https://bit.ly/KFBotsCyborgsVideo
https://bit.ly/KFCOVID19BotsCyborgs


Example of COVID-19 Disinformation: “Just the Flu” from 
2020

Interactive polinode network visualization: http://bit.ly/COVID19BotsKFAI

http://bit.ly/COVID19BotsKFAI


Russia/Ukraine Twitter Automated Accounts in 2022



Example Tweets by Pro-Russian/Anti-Ukraine Accounts
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Q: What is the best thing you learned tonight?
(30 seconds)

1 2 3 4 5 6 7 9 10

11 12 13 14 15 16 17 18 19 20

21 22 23 24 25 26 27 28 29 30
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More Great March Events!
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AI April Continues!



@AustinForum
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• Schedule posted at www.austinforum.org
• Presentation and discussion topics for 2023 will include

• Metaverses
• Health tech
• Climate tech
• Brain-computer interfaces
• Robotics, autonomous vehicles/drones,
• Food tech
• Energy
• and more!

Join Us for More Great Content in 2023

Plus:
• New podcast episodes now
• Rebooted blog Feb 1
• and stay tuned for hands-

on labs and tutorials!
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Our Annual Partners Make This Possible!

Please contact us if you want to become an annual partner!
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Join us to learn, share, discuss!!

Please share the upcoming events with your friends 
and colleagues!
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Networking is back! Join us at:

KEEP YOUR NAMETAGS FOR FREE DRINKS!

Corner of 3rd St and Nueces St—an easy walk from here



@AustinForum
#AIandAF


